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ABSTRACT

. This thesis is intended to deumonstrate the techrological
feasibility of interfacing numerous automated information
systems throughout the joint derloyment community. Througn
the use of the EDI ccncept, deployment information can be
transferred between commands which must interact in order to
efficiently and effectively plan, execute, and coordinate
depiloyment efforts. The Electronic Data Interchange is a
transaction set oriented interchange which provides the
neans for efficient data commurication. Inplementation of
the EDI concept will tie together systems throughout the
community ir support of the Jcint Operation Planning and

. ™~/
Execution System (JOPES). ol
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E.t I. INTRODUCTION
ﬁx‘ The joint deployment commurity is dependent upon elec-
:é? tronic exchange of data for successful operations. Current
S systems do not provide the necessary commands the ability to
;? communicate jJuickly and efficiently, <causing information
:S exchangye delays and erroneous or out-of-date data to be
, S transmitted. Both planning and execution phases of deploy-
kﬁ ment operations are adversely affected.
( The Electronic Data Interchange (EDI) <concept has been
f :E proposed as a system for realizing a distributed database
16% approach to information management, the approach required by
SJ the Joint Operation Planning and Zxecution System (JOPES).
a:: The EDI concept provides a means for electronic interface
;:E among commands which do not have the same hardware, soft-
'1& ware, or database management systems. ¥hile there are maay
tj factors to be considered when implementing a community-wide
{ - system, and not all concerns or issues can be addressed by
:s§ any one system, perhapys one of the most basic issues is the
SR feasibility of implementing an exchange system such as the
2O EDI systen.

:? This thesis demonstrates the feasibility of implementing
;j the EDI concept throughout the joint deployment community.
Wl It also describes the connection between service unigue
ji: systems and the system supporting the Jjoint deployment
’R systen.

;: Chapter II provides background by defining the Joint
;i; Deployment Systen. Its current planning and execution
'i: systems are outlined. The EDI concept is then examined, and
,!% its aprlicability tc¢ the rpresent system 1is described.
;Nj Chapter III examines the EDI concept in 3depth. The
;ﬂq rechanics of the system are explained, and a generic
o~
.
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description of how such an interface 1is accomplished 1is
given. Chapter IV «contains a description or the scenario
and data elements used to demcnstrate the proposed inter-
change systen, and the results of the dJdemonstration.
Chapter V is a discussion of current service unique systers
which exist at different levels through the joint deployment
community. These service unigque systems are examined with
respect to their interface, both current and potential, witn
the jcint deployment system. ZLimitations of the EDI concept
are also explored. Chapter VI discusses factors which must
te consicdered when implewenting this system. Implementation
benefits which <can le realized through the uss2 of the EDI

concept are then summarized.
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3 II. BACKGROOND
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332 The Joint Deploymert systenm (JDS) "consists of

:}i personnel, procedures, directives, coammunication systeas,
\'_‘. . .

- and electronic data processing systems to directly sujpport
%

AL time-sensitive planning and execution and to conplenment
> . R . G o : .
-jc peacetime deliberate planning.™ ¢ [Refs 1] The community

+ x‘
ﬁ'ﬁ which 1is directly concerned with the JDS ranges from orgari-
"N

zations at the NCA level down to the actual deployatle

fighting units. The amount of information exchange neces-

PR o Y
5

\& sar; to yrovide all ccncerned with appropriate, timely, and
ﬁa. accurate information is staggering.

SN

®

P .- A. PLARNING

O

'

”j:{ There are two distinctly separate types of rlarning
ﬁﬁ within the JDS. The Crisis Action System (CAS) is concerned

[y

with planning under time-sensitive or crisis situations.

|

3 . . . . . . .
A Deliterate planning is planning during peacetime, non-crisis
e
%& operations. Planning for joint military operations and

bk

force deployment is conducted using the Joint Orerations

Planning System (JOPS). JOPS consists of policies, proce-

.»‘U" 2,

dures, and systems used to sugport force deployment glan-
ning. The ADP portion of JOES operates on the Worldwide
Military Command and Control System (WWMCCS) computer
system. [Ref. 2].

ol
s
5 A

a
i

s

A

il}; 1. Deliberate Planning

-

“1:) There are five phases to deliberate planning:
) initiation, concept development, plan development, plan

.:ﬁ review, and supporting plans. TLese phases are depicted in

TN Figure 2.1 [Ref. 3: p- 5] The first two phases are

Ex“

o
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concerned with defining the threat and establishing an
approgriate concept of operations. The third phase, plan
developnmernt, has as 1its olLjective a "transportation
iz feasible, implementable plan." During Phase IV, plan
{: review, the plan is revised, taking into account adecuacy,
Ej feasibility, suitability, and the dynamics of chanje. An
' approved plan is ultimately prcduced. Phase V produces a
%g family c¢f supporting plans, taking into consideratiorn
s service doctrine and support agreements.
:E: The primary document associated with deliberate
planning which outlines deployment rejuirements is the time-
&? pkased force deployment data (TPFDD). This is created
;;i during the Plan Development rhase, and at this stage
liﬁ contains the informa tion, on a notional basis, needed to
‘ij describe a deployment.
fg The Transportation Operating Agencies (TOAs) are
*Eﬂ responsible for preparing movement scanedules which support
'fi requirements established by the TPFDD. In order to accom-
| ) plish this, the TPFLD goes througk an extensive refinement
fzi process, with actual forces identified to replace the
ig notional forces. Additionally, specific transportation
53 requirements and unique deployment situations are identi-
" fied. The execution feasibility of identified scheduled
.:3 movements is tested by the appropriate TOAs, using service
';ﬁ unijue systems and software. The TPFDD and the associated
ti; OPLAN are eventually reviewed and approved by the JCS, and
!\ the TPFDD is then entered into the deployment data base at
;:: the Joint Deployment Agency (JDAa). When completed, the
i: TPFDD contains time-phased force data, non-unit-relatel
E;E cargo and personnel data, and transportation data for tiae
4 operation plan, 1including supperting units with associated
};_ priorities, routing of forces to be deployed, associated
ffk mobility data, and cargo and Lpersonnel movements to be
‘E: conducted concurrently with the deployment of forces.
o
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FHASE |

Initiation

FHASE H

Cuncept Definition

PHASE 1

Plan Development

~,

FHASE IV

Ptan Review

PHASE V

Suppor ting Plans

Basis:
Criteria:

Objective:

Basis:
Criteria:

Objective:

Basis:
Criteria:

Objective:

Basis:
Criteria:

Objective:

Basts:
Criteria:

Objective:

National Security Objectives

The Threat
Planning Tasks and Forces

To Set the Stage

Mission Assignment (Forecast Assignmen:

Force and Resource Allocation
A1l Significant Factors
Concept Adequacy

Derive the Concept

of Operations

The Commander's Concept

Force and Resource Allocation
Service Planning Factors
Strategic Movement Data

A Transportation Feasitle
Implementable Flan

The Plan

Adequacy and Feasibility
The Dynamics of Change

An Approved Plan

The Approved Plan

Service Doctrine
Support Agreements

A Family of Plans

'\c"?

Figure 2.1
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Phases of Deliberate Planning
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[Ref. 4] This refined TPFDD is accessible to the deployment
compunity and can be updated, tc some extent, by the TOAs as
reguired. Continual interacticn between JDA and the TOAs,
as well as interaction betweer two or more TOAs, is neces-
sary for the successful refinemernt of the TPFDD. Various
stages of refinement require interaction at conferences, via
telephone, and via computer systems which support the JIS.

Cnce the TPFDD 1is established, interaction is primarily

through the computer systems. Efficient, accurate interac-

tion is necessary for the deployment data base to accurately

reflect troop/supply movement, as well as changing require-

“ji ments cr force assignments.

t;& 2. Crisis Action Planning

AR

‘:3 The Crisis Action System provides a framework witkin

tff which time-sensitive planning can be accouaplished. The

fgi procedures are intended to provide each level of command the

:&E information necessary to develcp timely recommendations to

(ﬁj - aid the ©NCA in making decisions involving U.S. Eilitary

; : forces in the execution of &military courses of action.
- [Ref. 5: p. II-1]

g&h There are six phases tc the crisis action systen,

which are outlined in Figure 2.z. Both the TOAs and JDA are

)

4 = involved immediately in any crisis action planning. During
:Sﬁ Phase I, the Jjoint deployment community monitors the situ-
‘33 ation, as JDA ensures that the joint deployment system is
‘:" operational. During Phase II, as existing OPLANs are teing
Jfﬁ assessed at the NCA level, the crisis action teams at the
;ﬁ; TOAs and JDA are activated and plans are assessed at that
.ixi level as well. Coordination between the CINCs involved and

the joint deployment community also takes place. During

»

Phase III coordination between the CINCs, the TOAs and JDA

increases, as the TOAs prepare preliminary deployment esti-

RN Y
‘l'

SN

mates based on commanders' estimates. JDA is also involved
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with coordinatiny the estimates from the TOAs and providing
both JcCs and CINCs with the consolidated estimates.
Taroughout the execution phases the TOAs and JDA continue to

update and coordinate the force deployment data kase as
actual movements are initiated and conmpleted, and as
requirements change during the conflict. [Ref. 5: pp. I1~-2
- I1-9]

During 2Phase V the TOAs begin actual scheduiing,
concentrating on the first six days for air and the first 30
days for sea transportation. JDA verifies the accuracy of
the data base before the TOAs tegin their scheduling, and
resolves transportation problenms between TOAs, supporting
and supported commanders. puring Phase VI the TOAs and JDA
continue to manage and coordirate transportation require-
ments, respond to changes, repcrt deployment deviations and
diversions in JDS, and provide deployment status to those
concerned, Irom the TOA level tc the JCS.

3. Joint Operation Planping and Execution System
(JOPES)

The Joint Orfperation Planning and Execution Systen
(JOPES) concept was approved in July 1983, ind was envi-
sioned as:

the foundation for cur conventional command and control

systemw. JOPES will support mcnitoring of readiness, and

monitoring, planning and execution of mgb;l;zaﬁlon

deployment, employmen{, and sustaiament @ct1v1tles.botﬁ

fg eagetlme and” under «crisis and wartime conditions.
e - : P.

JOPES came into being primarily because of the extensive
redundancy of JOPS and JDS. Although they are two separate
systems, the functions and products of each are so entert-
wined that neither system furctions efficiently without
considerable interaction with the other. Although not yet

15
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fully operational, JOPES will consist "...0f the policy,

PR

procedures, software, hardware, personnel, training, and )
connectivity necessary to facilitate planning, directing,

coordinating, monitcring and controlling military ofpera- . 3

N

tions." [Ref. 7] The effective implemerntation of such a "
system will require a distributed data base structure within
thie WWMCCS community.

A S

B. SEERKVICE UNIQUE AUTOMATED SYSTEMS

o

There are numercus autounated systems throughout the
services which are related, in varying degrees, to the
deployment community as a whole, and to the joint defployment ’

N systen. Figure 2.3 lists some of these systems, and indi-
cates their interrelationships. It should be obvious that
an interface between key systems involving data reguired to
& effectively plan and execute fcrce depioyment would greatly J
; enhance the effectiveness and efficiency of such operations. v
Although not as clearly indicated in Figure 2.3, interfaces

between differing commands using the same systems frequently

»_..._""“~‘ -
‘

either are not fully automated, or have inherent sericus

time delays which create data mismatches and inaccuaracies.

-

e e

The automated systems taroughout the joint deplcyment
arena are constantly changing and growing to meet the needs
of the community. Many of the problems identified two ard
three years ago have been partially or completely solved

Ko e e W o A

since then. There are still, however, significant frotlems

! concerning the implementation cf reguired interfaces. As .
J service-unicue systems proliferate, interface reguirements A
. become both more numerous, and easier to accomplish. For

: example, as a system which autcmates unit recuirements data A

\ comes on-lirne, it creates a need for an interfiace which can
provide that data, in required format, for use by transpor-
tation ayencies within the deployment community. While this

e S
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creates a need for an interface, it also simplifies the

problem of data exchange, as automated interfaces are faster
and easier than providing that same data manually from the

original data location to the TOAs for input in the joint

N deployment systen.
4 z The necessity for interfaces between appropriate systems -
AN . . . . -
D) (and appropriate commands withir the same system) is widely
s . . . N . .
a5 recognized. Implementation on a significant basis, however,
JON
Q has not leen accomplished.
' &:;v‘
RO
( C. EXISTING INTERFACE METHODS
»Z: There are a variety of methods currently in use for
:ﬁﬁ accomplishing data transfers. For those organizations not
Wl in the WWMCCS Interccmputer Network (WIN), there are essen-
,;ﬂ tially two means available for transmitting information
AN
ﬁﬂ between physically separate locations. As antigquated as it
& l.
Lo may seem, one primary method is the use of the U.S. Postal
o E b
' *.
poin Service. In numerous instances, actual output listings from i
a#\ the different systems are mailed to the units, the units
iﬁﬁ make pen and ink changes as the status of forces and equip-
v s . :
;;ﬁ ment changes, then the listirgs are mailed back to the
N computer site for update to the actual file. In the
:) interin, continuous telephone communication between the
4*u parties involved helps keep the files from Dbecoming
i
‘{: uselessly out of date.
T In other cases, the existirg AUTODIN is used to provide
Q:ﬂ either tape-to-tape or card-to-card transfer of data. In
Z%“ either instance, when AUTODIN is wused there is a consider-
: able human interface required which not onl slows the
ﬁ q Y
¥
s transfer process but always introduces an unnecessary error
:v factor.
ﬂd A third, significantly more efficient, method of data
S
o transfer in use today is the WIN. For those locations
."‘_-P
R 1
o
e |
:}. 18 1
i":. i
o7
L
s
&

[
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N having access to WIN the human interface is minimized. WIN
k% not only allows for automatic tape-to-tape transfers cLut
( also provides a means of computer-to-computer disk transfer.

‘Q Disk—-to-disk transfers are considerably faster and nore
fﬂs efficient than tape-to-tape. This is primarily due to the

-~ - sequential nature of a tape transfer. when automatically
) sending data over conmnunications lines, there is always the
fi& danger of a break in communications service, a ‘'timeout
;'Q period'. Under the present WIN system, once a tape transfer

is interrupted, for whatever reason, it is physically impos-
sible to restart the tape at some point in the middle. This
means that the sending tape is rewound and the entire tape

oY
Y retransmitted. Tape-to-tape tramnsfers are an all tco common
‘:’ occurrence in interfacing the systems within the WWACCS
e . . . :
; today. Although WIN disk-to-disk transfers are considerably
}3 more efficient, the present need for standardization of bota
) . .
\q} the software and hardware required to accomplish the
Kaln
“*Q exchange introduces another more€ complicated issue.
( \?
Qx D. STANDARDIZATION
s
o One of the methods suggested to accomplish the necessary
'§ interchange of information is coamunity-wide standardiza-
%hr tion. Tkis method has traditionally been used in the
Y computer industry, for several reasons. Initially, this was
)
ot the only alternative available; technology was not readily
y-{ available which would permit any meaningful communication
,.v between different vendors' equirment. It was only with the
N
,;@ advent of numerous ccmpanies and systems and the resulting
b;ﬁ' profusion of previously incompatible equipment that efforts
(oo were Dmade to develop methceds of computer-to-computer
k4 ) communications.
O
QL* The first generation of interfaces required a consider-
@g able amount of standardization. Programs which translated
o
X
'js .18
e
L
)
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;
from one system to a totally different system were designed
33 primarily as one-time conversion opportunities. Whether for
?J technological or commercial reasoans, standardization was
?” considered necessary.
%? The next stage 1in the evolution of computer communica- |
eﬁ tions involves interfaces that eliminate the need for stan- -
?' dardization. These are, however, relatively new, and are
A not as well known or understood as standardization. Perhaps
?‘ Ltecause of this, the standardization solution to the data
)ﬁ exchange prcblem thrcughout the joint deploymenrt community,
& as well as elsewhere, has been proposed by many ccncerned
oo} with the issue. Certainly standardization of data elements
ig and format (and possikle hardware as well) would provide the
:f opportunity for autcmated data exchange. Unfortunately,
"‘ there are also significant drawbacks to standardization.
L} The most obvious may be that the joint deployment community
:ﬁ already abounds with quite a variety of "non-standard" hard-
f& ware and software. The conversion in equipment costs alcne
( becomes impractical. Equally as imfportant, however, is one )
:E of the underlying reasons for the existence of the differing
,; software and hardware: differing applicatious needs. -
:j The commands within the joint deployment community are

responsible for different missicns, and their daily regyuire-

ments emphasize different aspects of the deployment picture.
The same transaction (e.gj., shigment of tanks from Ft. 0rd,
California to Misawa, Japan) is of differing importance to
different 1levels in the joint deployment community (the
initiating unit, the Transfportation Operating Agency

AN O AAAAL

s,

involved, the wunit assigned tc¢ carry the tanks, and the

0

Joint Degloyment Agency). The importance of individual data

elements involved ir this transaction vary from command to

LY

command. Additionally, each command involved has <cther
reporting requirements within its own service which reguire

data in certain format. To require identical data element

q - -
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formats and transmission structures at each node ¢f this
transportation operation would introduce irnefficiencies on
the local level. That is, data elements either not neces-
sary or formatted differently at a local level may, for the
"jood" of the ccmmunity, becoze leading data items which
must be formatted andsor transmitted differently. A further
complication can be illustrated when items as simple as a
shipping date are standardized. Different commands may
organize filing or retrieval systems by day or month;
rejuiring every comdand in the Joint deployment system to
place the day £first introduces unnecessary confusion at
those locations where other daily tasks regyuire the month
first.

E. ELECTRONIC DATA INTERCHANGE CONCEPT

flectronic Data Interchange (EDI) 1is a computer-to-
computer data exchange system designed to be used Lky both
industry and government. The EDI system objective 1is to

develop and maintain standards for the electronic inter-

change of data between any type or size of companies or

government agencies. These standards wece developed in a

oo
&

joint industry/government program sponsored Dby the United
States Department of Transportation. In order to accommo-

LA )

date the requirements of the wmajority of potential users,

the Transportation ©Data Coordirnating Committee (TDCC) was

A

ity assigned the task of establishirg and maintaining the stan-
° g

o dards. TDCC in 1985, recognizing that potential applica-
N tions of EDI systems were not limited to the transportation
if industry, changed their name to EDI Association. The first
,r.

e set of ELTI standards, published in 1975, coordinated the
o . . . .

N3 requirements of ocean, air, motor, and rail carriers. In
:i addition, these same standards were designed to meet the
:{ needs of the users c¢f the carrier services. Subsequent
o
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enkancenents have been made to the EDI standards in response
to requests from the user community.

The EDI software uses a ‘'table-driven' technique to

generalize processing regardless of the application eing

»

f?é‘ processed. Specific directiors are taken by the software
:ﬁ; depending on the data being processed and the particular
‘?ﬁ tables associated with the applications. The EDI software
.53 resides in each participants' computer system and is an
kﬁ; interface between EDI format structures and the partici-
$h; pant's internal systen. The EDI software assumes that an
R EDI participant already has an automated system in use for
(__ processing internal applications. Some of these internal
'iﬁ applications require data from external (outside the partic-
'#€ ipant's system) sources or provide data to extermal pcints.
N The format for these interagency data transfers is given in
° the EDI standards. EDI is not an independent system but is
:JS meant to interface existing in-house systeas. IDCC EDI
§;§ software eases the transitior from a conmpletely closed
’;& internal system to an internal system with a c¢cntrolled
( A external interface. [Ref. 8]
*{g EDI, Incorporated is a comfpany independent of the TICC
;ﬁ with a staff which works as systems consultants to TDCC and

U

has comprehlensive and detailed knowledge of the EDI stan-

N dards and the TDCC software. EDI, INC. has performed a
ﬁéﬁ significant role in the industry-wide acceptance of the EDI
D ]
'g’ standards as a viable means <¢f data interchange. This
ﬁfh* company, under contract, designed the software to 1link users
® in the grocery industry, the transportation industry, and is
};ﬁ currently under contract with the Military Sealift Comnmand
D -
odi' and the Military Traffic Manageusent Coumand.
AUAY
ﬁ$ The emphasis of the EDI concept is on the exchange of
A
_;ﬂ‘ information between computers through the use of standard
" . . . R . -
: jﬂ transaction sets. This provides one of the major benefits
of such a system: the users freserve their autonomy while
A
(o
e
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N

o
4
¥
y efficiently interfacing with cther users. There is no
" requirement for different users to use the same hardware,

( software, or even data base maragement systems. This also
) provides tne additional benefit 5f being able to add or
;; delete individual data elements without requiring software
!. 3
W logic changes. (Ref. 7: p. 42]

; The EDI interface creates a data excaange structure in
3' the format depicted in Figure 2.4. With this structure
N modifications to one user's applications do not affect other
‘* users. The 1interface software 1is between the individual
-

( user and the standard data set. Once all nodes of the
j structure can interface with the standard, data exchange can
' . s -

j te accomplished between any twc nodes, with no additional

}j interface requirements necessary for communication Letween
e the two nodes. The interface acts as a transparent partner;
: from the user's viewpoint the ccmmunication is directly with
ﬁ the second user. The overall »number of interfaces required
’i for compunication between all ncdes is therefore reduced (to
' . four in the example in Figure 2.4 from six if the standard
(- transaction set was not available). [Ref. 7: p. 34]
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L. Figure 2.4 Interfacing Through a Standard Data Set
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F. SUMMARY

It should be apparent that the flow of informatiown
tetween relevant commands during both deliberate planning
and crisis actions must be timely and accurate. The data
tase required to suprort such planning and execution must be
accessible to all involved, and must be kept current. 7Thus,

effective interchange of information necessitates a network

which is, as much as possible, automated, easy to use at
each node, and reliable. The EDI concept is one prorosal
available to accomplish this interchange. The resulting

network should encompass service unijue automated systems as
well as the specific computer system supporting JDS.
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ITI. ELECTRONIC DATA INTERCHANGE

i
5:’ A. INTRODUCTION

*
gﬁ* Data interchange is concerned with the transmissiorn and
Ehi intergretation of information among participants. The
*E: proposed EDI interface 1is a computer-to-computer 1lata
i%ﬁ exchange system which utilizes a disk-to-disk transfer. Its
N Furpose is to simplify the integration of external conmmruni-
;N: cations with internal applicaticns programs. The previous
.&f chapter 1introduced the EDI ccancept; this chapter will
;Ei describe in some detail the mechanics of the irterchnarnge
by system. Areas of importance include the EDI software and
;?. the data and format structures. Jefinitions of concepts
?i' which are integral to an understanding of the following

;. discussicn are:

Interface System: Interface system refers to _the
nt computer programs to be used to construct or edit infecr-
AN matlon commuhicated between e€lectronic data interchange
> systems and the internal arplications programs cf “a

- participant.

L.
:~ 3
clectronic Ddata Interchanye: Electronic data inter-

o change means the transwmissior of transaction data, irn
~ formats selected in the EDI standards, between two _or
AV more cgompanies or organizaticns having business rela-
K. . tionships.

v

l"l

Ot Internal Agg;;cagiog§:_ Internal applications refers tc
°® Ehe "use "of “electronic data processing eyuipment to
- suprort internal ogerational information functions. The
- electronic data interchange system interfaces with tut
N does not include internal applications. [Ref. ]

N

‘-‘ '.-.

A\-- .

N It must be emphasized that the EDI concept represents an
o . C .

‘. : interface between existing internal automated systems and
o s

j; external automated systems. It supplements existing systems
-1- 3 - .

o in that data transfer and comrmunicdtion are enhanced. The
e
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EDI system does not provide interral data manipulation capa-
bilities, nor will it (of itself) produce suchk things as
reports, data suamaries, or OPLAWNs.

B. ELI SOFTWARE

The EDI software resides in each commani's computer g

v ) system, and provides an interface between that system and

‘N EDI format structures. This scftware extracts data from an

W . . -
:ﬂ}‘ internal system's automated data Dbase for transmissicn to
) \ other ccmmands. When receivipg data from other commands,
( ' the same software puts information into the data lase.
s J - - -

N Objectives for the ETDI software are:
o

ftﬁ To autcmatically generate and interpret data

SR

o To process transaction sets.

:xf To ensure common interpretaticn of transmission by both
N the sender and receiver.
,igj To code information when practicable.
b To use fixed format standards. .

{

N To eliminate Jdata nct likely to be used.
‘}ﬂ To allow for flexibility so that the standards may _be X
. . i
-l enhanced as needs change or evolve. [Ref. 9: pp. 2-3]

N
[\ 1

nj{ 1. Software Operation
SO The key to ELI software operation is its method of
'-."- - . . - . .
?;\ transmission. The regquired data is first transformed into
e £DI transaction sets, then transmitted in standaizd,
%ﬁ: conpressed format. Upon receiving a transmission, the soft-
N

2}; ware ‘'explodes' the coapressed data into fixed format
“‘? records defined by the receiving user which are compatitle
AN with the user's internal software and database. The order .
\ ,“.n-‘
t}f of e€lements in a given user's record structure does not have
’qi to be the same as that wused by the EDI software. Software ;
NON

.
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rrocedures and interfaces rearrange the data as necessary.

The EDI software uses a column of information in one of the
EDI tables (Table 4, explained below) in order tc ‘'under-
stand' the locations c¢f given data elements. The interfaces
between EDI software and the user's overall system are
diagrammed in Figure 3.1 Those modules within the dark box
make up the EDI software. [Ref. 9: p. 28].

2. Iakbles

To faciliitate change and modification, the EDI soft-
ware is 'takble-driven'. The tables define formats and edit

parameters for use by the progran. The five tables used by
the EDI software are as follows:

Table 1: Set Pointers

Table 2: Segments for Each Transaction Set
Table 3: Segment Pcinters

Table 4: Data Elements for Each Segmeat
Table 5: Data Elements [Ref. 9: pp. 43-88)

Their functions are described ir Figure 3.2 [Ref. 9: p. 35].
The same five tables used for generation of data tc be
transmitted are used for interpretation of received data.
The software programs maintain pointers to the tatles.
These pointers are moved as necessary during processing in

order to edit or generate data formats.

3. Software Programs

There are two EDI operational software f[frograas:
Set Generator for transmissicn and Set Interpreter and
Parser for reception. These programs, in addition to wmwain-
taining table pointers, use the information at the Fointer
locations in conjunction with information from the internal

data base to assure program operation arnd interpretaticn of
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GH

A

g g e 4
. .’ &
Lol

i

28

[ ] ;M.A

5

.-“.",

2 ¢ Yl & : e
.-‘ 'O.o by !l"! , W < H . ." ... ’) lp ’I ' ‘ ! t& 4 ‘ ) A Q ‘0 '0" .\".""\ »l)bl b, l.‘ ‘.‘“n I‘:‘I‘. o"‘«:'"':‘". I:'-‘

-

58




Table 1 is used to locate items in Table
2.

Table 2 gives the order of segments in a
transaction set for each application.

Table 3 is used to locate items in Table
4.

. A, A,

s
)

~aRAnas

s

Table 4 gives the order of data elements
in each segment.
Table 4 example (simplified):

Segqment I.D. Data Element - Location

EX (Example)

D 11
EX A 1
EX E 13
EX Cc 9

. v
AL

‘]

s ]

araral L

L

- -
»

Table 5 specifies data element attributes.
Table 5 example (simplified):

Data Element Maximum Length
A 4
B 4
C 2
D 2
E 12
F 8

nan@ e

P

1@ v

ni. ) .0-":"'.' h.

Figure 3.2 The Five EDI Tables
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Eig of characters received, and fcrwards the data to the Set
JB Interpreter. The Set Interpreter edits incoming transaction
iz sets. The resulting data is passed to the internal agplica-
gﬁh tions routine.
N
::‘t \
ey C. EDI DATA AND FORMAT STRUCTUEE ]
i
() 1. Data Dictionary
3;: All EDI system transaction segments and transaction
J% sets are constructed from basic building blocks which are
LN contained in the Data Dictionary. Within this 'dictiomnary‘,
gﬂ; all data elements are defired in a standardized foraat.
;:; This does not indicate a need for standardization among
52: comnmands, however. The internal systems used by commands
. will interface with this ‘'centralized! standard through the
':F interchange. The data dictiornary includes the following:
."L
:NJ - Data Element Numbler
:&J\ - Data Element Name
%w; - Data Element Description
‘g? -~ Field Llength )

Characteristics

G

- Reference Designators [Ref. 10: p. 153)

A

AT Appendix A 1is an example of part of a data element
[ dictionary. The first five items above are  self-
o explanatory; the reference designators refer to the trans-

I action sets in which the particular element is used.

s 2. Units of Information

AN There are three Dbasic units of information used in
the EDI data interchange. These units may be of variable
e length and relate toc each other as shown in Figure 3.3
NN [Ref. 10: p. 51.
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They are defined as fcllows:

Data Element: The smallest information unit in the EDI
1nTormation~ structure is the data element. A data
element may be a_, single character code, ,a _series of
characters®™ constituting a literal description or a
numeric quantity.

ata Segment: A data segment is composed of a function
dentiiier and one or more _functionally related data
lements positioned serially in a standard manner.

[k ()

Transaction Sest: A transaction set _is that group of
standard _data sSegments, in a [redefined seguence, needed
to provide all o the ata required to define a com lete
transaction such Eurc ase order, invoice, 1l of
lading, or freight bl [Ref. 9: pp. U4-6

Adjitionally, transaction sets are grouped into functiomnal
groups, which are combined for transmissiomns. Appropriate
segments are inserted throughout these 1levels in order to
ensure communication coherency. These additional units are
called format units and are lccated at the bLbeginning and
ending of segments, as shown ip Figure 3.4 [Ref. 9: p. 7]
Except where noted, these segments are required. Althbugh
not pictured, there are alsc format wunits at the data
segunent and data element levels.

Each data segment begins with a unique 'data segment
identifier' and ends with a 'data segment terminator'. The
first is composed of alpha/numeric characters, while the
latter 1is either an EBCDIC <ccde or ASCII code «character
[Ref. 9: p. 6] At the data element level the format unit
is kncwn as a 'data element delimiter', and is represented
by an "x", Tt follows each data element in a segment except
the last (it also fcllows the segment identifier). The
asterisk is also transmitted whenever there is no data teing
transmitted for a defined element other than the last
element 1in a segment. This preserves the data element
count. The information required to completely descrike a
data segment is depicted in Figure 3.5.
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63 CHARACTERS MAXIMUM LENGTH

8 3 5
1 — Set Identifier
2 — Reference designator: Segment identifier followed
by sequence number within segment
3 — (A) Alpha; (N) Numeric; (AN) Alpha/Numeric;
(Dn) Implied Decimal (with n places to right
of implied decimal point), (R) Decimal (with
decimal point explicitly required), (NZ) Numeric—zero
4 — Data element name
5 = Mirumum/maximum number of characters
6 — Data element reference number
T — New line character or carriage return, line feed
8 — (M) Mandatory; (C) Corditicnal; (O) Optional
G — Special retational conditions

10 - Celimiter

Figure 3.5 Transaction Segment PFormat

3. Conmmunications Interface

o e . e it e o . s i | T e i e et o

The EDI software utilizes 512 character blocks.
Existing communications may utilize blocks of other lengths.

There is no need to change either the EDI software or the

length regquired for the comaunications protocol. The
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wq comnunications software used should adapt to both lengths,
J
D)
}5 as indicated in Figure 3.0 [Ref. 9: pp. 42, aa].
4
e 5
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s Figure 3.6 Communications Interface
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! D. SUANARY

1, »

o The EDI concept rrovides an interchange between auto-
3? mated systems internal and external to a command or organi-
ﬁ: Zzation., The software resides within a command's system, and

'l
P

uses a table-driven technigue to allow for generalized
processing, regardless of the application being processed.
It is generic in that no specific hardware or software is

required, and in fact many different vendors may be used

- e Py
AL RS

with no degradation in systenm capabilities.

O

Within the EDI software, data elements, data segments,

tQ and transaction sets are used to convert differing formats
QS to standardized Iormat for transmission, and again at the
f: receiving end to reccnstitute the transmission into formats
s acceptable to the receiver. As should be obvious after the
25 generic description c¢f the scftware mechanics throughout
A this chapter, this concept is applicable at many different
;f levels througjhout the joint deployment community, as well as
,gt €lsewhere in DOD.

b
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A. INTRODUCTION

As discussed in Chapter II, the joint operation fplanning
procedure is an omngoing, day-to-day process. Operation
Plans (OFLANs) are continuously being developed and revised
to ensure there is an OPLAN designed to meet any anticipated
contingency. An integral part cf every OPLAN is identifica-
tion of those military units reguired to implement the given
plan. Once specific wunits are identified, the Joint
Deployment System comes into play in determining the trans-
portation assets needed to deploy those units to the oper-
ating location. This process is also an ongoing, continucus
procedure. As OPLANs are revised, the transportation needs
may change; as units acquire new equipment or modify the
oid, their transportation needs, again, may change.

In order to ensure that the transportation assets are
availarle to fulfill the requirements of any OPLAN, the
Joint Deployment Agency, as part of the JDS, maintains a
central data base containing all of the specific information
regarding the deployment needs cf every military unit. This
is necessarily a very large, complex data base and it is
easy to visualize the tremendous task involved in keeping
the data current and accurate. The specific procedures
employed to modify and update this data base vary depending
on the unit, the service, and TCA involved in the particular
scenario. In any case, the applicability of an automated
interface retween JDS and the cryanization involved in the
data update process 1is obvious.

For the purpose of demonstrating the feasibility of
using the EDI system of data interchange in the deployment

36
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arena, we developed a scenario involving one unit, one 703,
one command headguarters, and the JDA. It is important to
remenber that what we are demcnstrating 1is only one very
snall portion of the cverall communications process and data
transfer which transgires routinely in mairtaining the JDS
data tase.

In this scenario development, we will first identify the
agencies selected to exemplify the 'typical' data flow, then
discuss how these agencies are currently accomplishing the
task of maintaining the data on a daily basis, and then pose
a crisis situation which requires that the actual systea be
forced into action. Finally, weé will skow an example of the
same autcmated systems interfaced using EDI as coapared with

the current procedures.

B. SCENARIO

We selected the Army's Military Traffic Management
Command (MTMC) as the TOA involved 1in the transport of the
deploying unit. In particular, we selected the 7th Infantry
Civision out of Ft. Ord, CA as the unit to be deployed. The
geographical location of Ft. Ord reguires transport of the
unit through MTMC Western Area (MTMCW¥A) in Oakland, CA.
Because we are dealing with an Army unit, the Forces Command
(FORSCOM) 1in Atlanta, GA also becomes a player. And, of
course, the goal of our scenario is to show how eack of
these organizations interfaces with the Joint Deployment
Agency and the JDS in Tampa, Fl.

Each of the above organizations uses a nunber of
different autcamated systems for manajing their assets. In
this demonstration we will deal only with FORSCOM's COMPASS
whick produces the Automated Unit Equipment List (AUEL), and
MTMC's SFUR. The current procedures rejuire the fclilcwing
steps.
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The unit, here 7th Infantry Division, receives a copy
of its AUEL from the (COMPASS. The Installation
Transportation Officer (ITC), or hLis staff, reviews the
AUEL and periodically submits any updated infcrmation
about 7th ID's eguipment tc FORSCOAM.

FCRSCOM maintains the accurate status of each unit's
equipment. Section D of this chapter contains examples
of the types of informaticn maintained in the COMPASS
data base,

FCRSCOM creates a tape for transier to JDS, with the
entire description of each unit's eguipment.

JDA updates the Unit Movement Data (UMD) file in JDS
from the tape transferred from TrORSCOM. Section D
contains examples of the tyjpes of data in the UMD.
FCRSCOM <creates a second tape for transfer to J4THC
Headquarters in Washington, D.C. This tape contains
the same basic information about unit equipmernt as that
sent to JDA.

MTHMC Headquarters manually extracts classified data
from the COHMPASS tape and forwards an edited, unclassi-
fied version of the tape tc MNTMCHA.

MTMCWA receives the tape from Headquarters and inputs
the data into the System for Predetermining Unit
Requirements (SPURsS). SPURs is the on-line system that
is used by the TOAs to schedule and manifest 7th ID on
a particular vessel.

At the time 7th ID is manifested, MTMCWA must interface
with JDS to reflect the ranifest information in that
data base. It is the JDS which will be used by all
other participants in the successful deployment ofi 7th
in. For instance, the Military Airlift Command (4AC)
By also provide air assets for equipment and 'troop

deployment.
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%ﬁl The major assumption 1in this process is that all three
-gﬁ organizations and tneir associated data bases; #TMCWA in the
( , SPURs, FCRSCOM in the COMPASS, and JDA in the JDS, will all
:iz . have the exact information regarding 7th ID's eguipment and
ey transportation requirements. This assumption personifies
{Eﬁ ) the major flaw in the existing system. Because of the human
53, intervention required to extract classified portions of the
tA£’ data and the amount of time involved to accomplish tape to
N tape transfers, whether using AUTODIN or WIN, there are

often significant differences ir these three data bases. It
is essential that MTMCWA, where the unit is actually marni-

fdﬁ fested, has the most accurate information at all times. It
:N i is just as important that JDAi, as the coordinator of the
:ﬂ{ overall deplioyment, not 1limited to 7th ID, also have the
e most accurate information.

liﬁ In an attempt to stay current, the users of the SPUks
fgﬁ maintain an off-line, but direct, <communication with all oZ
e the units under its responsibility. This direct correspon-
( dence serves the purpose of data currency but tends to
2 : further complicate the situatior. Upon receipt of unit data
f through the COMPASS to SPURs interface, the MTMCWA transpor-
%ﬁ: tation specialist must ascertain whether this data, or that

which hLe received direct from the unit, is the correct

xS

information.

23}_ C. INTEBRACTION DURIRG CRISIS DEPLOYMENT
7:§ In the previous section we discussed the daily interac-
;ﬁﬁ tions between four jparticular nodes in the overall deploy-
‘iﬁ ment process. The procedures outlined in Section B are
" routinely accomplished without the added complicaticns c¢f an
;i: : actual crisis situation. Obviously, when a crisis does
;S occur, some of these procedures will be eliminated while the
s time constraint on others will be greatly accelerated. A
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simple exanmple of how an actual crisis operation might
develop is described telow.

e First, we'll assume a crisis situation emerges sone-
where 1in the EPacific Theater. This implies that
CINCPAC becomes both the wunified and the supported
comnander. For the purpose of this discussion we will
also assume that both MAC and MTMC are involved as TOAs
responsible for troop and eguipment deployment.
However, we will discuss only MTHMC's deployment role.
It is very important to remember the significant role
MAC would also be playing during the overall data
exchange process.

e As the crisis develops there is constant communicatiorn

and coordination throughout the wentire military commu-

nity. CINCPAC submits a Commander's Assessment to the
Joint Chiefs of Staff. This report outlines what
.}ﬁ forces he has readily available, the major constraints
,{Q to their employment, and his proposed course of action.
iy' JCS reviews the' situation with the services and TOAs.
w e The NCA is continually kept informed by the JCS and
T;i through the WHMCCS comnunication systens. Throughout
:i? this process the JDS data base is accessed to prcvide
- the latest information regarding major unit force
4 k strengths and their transportation requirements.
;:3 [Ref. 3: p. 10]
N e Tventually, as the situatior progresses, JCS issues a
if Warning Order containing guidance from the NCA
ol Fertaining to the crisis. Based on the Warning Order,
;EE another round of communications between CINCPAC, the
’*: service components, the supporting commanders, and the
if’ TOAS transpires. The result of all this effort, with
55? again significant references to the JDS data base for
o supporting data, is the selection of a specific Course
;2 of Action (COA). [Ref. 3: p. 10]
o
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¢ The JCS recommend this COA to the Secretary of Defense
and the President. If the President decides to prcceed
with the COA involving military forces, the JCS issues
an Alert oOrder to CINCPAC. In response to the Alert
order, the suprorting ccmmands and TOAs prepare an

Cperation Order. The JDA assists this process by:

Y ", ..updating the force list and coordinating the deploy-
Y ment of schédules by the tramnsportation opérating agen-
A cies. Lhe deploymert data base at the Joint_ Deployment
%Qa Agency constitutes the authoritative; ug—to—iate source
D of force_ and resupgly information. The data base can be
] ueried ky the entire deployment community using WIN.™
( Eaef. 3: p. 12]
- 7 . . . .
o e Finally, if the President decides to execute the
h".'l'
Al Flanned operation, the Secretary of Defense, through
.
o the JCS issues an Execute Order instructing CINCPAC to
*fﬁ execute his Operation Order. This begins the prccess
'*..J .
v of deployment execution.
b
L;E‘ The execution phase of a deployment operation requires
constant contact and coordiration by all supporting
\
qﬁ commanders and TOAs, in our case FORSCOM and MTMC. In actu-
.y
uﬁ ality, the 7th Infantry Divisicn would have been identified
¢ . X .
w& as a proposed supporting unit during the process of
D selecting the appropriate course of action. With even the
fﬁ possitility of using 7th ID, FORSCOM would have notified
B W
:ﬁ that comnmnander, regquested updated AUEL informatior and
1S3 .
' forwarded the current status of 7th ID troops and equipment,
° alorg with their transportation requirements, to the JDS.
}-. 3 - 3 -
'ﬁ; All of the information must be available prior to the actual
Y .
" COA selection.
oY Once 7th ID is officially notified of the order to
o
® depioy, the transportation prccess is activated. MTHMCEA
.té begins arrangements ifor ship‘moveme't of heavy equipment to
ﬁﬁx the nearest port to the scene of the «crisis. In trkis
.:3 irstance, 7th ID departs from Oakland, €A, the Pcrt of
' -
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Embarkation (POZ) and will be shipped to a Port of

Debarkation (POD) somewhere in the Pacific.

The actual manifest on the ship is accomplished item by
item as the eguipment and supplies are loaded. This ensares
an accurate account of the exact 1load Leing transported.
This exact manifest information is reguired for both billing
and nmore importantly, for proper identification at the
receiving PCD. The manifest information is then entered
into the JDS data base by plans personnel on site at UTMCWA
in Oakland. It is obvious tﬂat these individuals must have
the correct data pertaining to 7th ID's deployment to the
POD.

This marks the beginning of many problems which arise as
a result of the data transfer procedures discussed in
Section B. The exact manifest information is known, at this
point in time, only by those individuals responsible for the
actual manifest activity. However, when this data is loaded
into the JDS data base, the JDS system often rejects the
entry. In fact, whenever manifest data differs in any way
from the planned equipment lcad reflected in the Unit
Movement Data (UMD) file maintained in JDS, an entry error
is created. This data rejecticn causes a significant time

lag in the effectiveness of the overall deployment process.

D. DEMCNSTRATION

The problems arising under the current data transfer
procedures can be significantly reduced through the applica-
tion of the EDI concept. The use of EDI for one of the data
transfers described in secticn B above 1is demonstrated
below.

Figure 4.1 is a ccpy of +the data format for the COMPASS
Automated Unit Equipment File (AUEL). Figure 4.2 is a copy
of the data format for the Unit Movement Data (UMD) file in
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JDns. Appendix B is the EDI transactiorn set which would be

2 used to transfer data from one system to thzs other. The
& data €lements which are feguired for transfer between the
:&5 two systems are indicated by the alphabetic <characters to
?3 the left of the data element name in Figures 4.1 angd 4.2
;" The same letters (i.e., a, b, c, etc.) are used to indicate
f) the same item of data within each file. It should
§E: be noted that the same data items are ofter in different
3%q locations and use differing field lengths in each systen.
hgu Tracing a single data element through the transmission
( process should illustrate the cperation of the EDI method.
fg. Figure 4.3 contains one item of information, as shown in the
wﬁ AUEL record format and the Automated Unit Equipment Listing.
;}’ The equivalent data element in EDI format is also shown, as
v: is that item positioned in the EDI transmission format. The
~& JDS UMD record format for the same item 4is also shown.
il& These have been extracted from the complete document exam-
N ples, as showr in Figure 4.1, Appendix C, Appendix B, Figure
(r ) ’ 4.4, and Figure 4.2, respectively.
; The item labeled (a) in the record formats for AUEL and
%Q ) JDS is equivalent to one EDI element, element #1111, for
Rl this example, it 1is the first element in Data Segment D1,
ﬁz which is part of Transaction Set #365. (See Figure 3.3 for
o the relationship between elements, segments, and sets. See
ﬁ; also Appendix B.)
'? The arrows in Figure 4.3 indicate the conversion flow
J{: for this iten. Through the use of the EDI tables (see
o Figure 3.2) residing 1in the ELI conversion software, the
,a§ information in positicns 1-6 of field 1 in the AUEL detail
5;5 record is put in EDI format. This element, Unit
d Iderntification Code (WHGHAA for this example), which is
E:E mandatory, alpha/numeric, and six characters (see Figure 3.5
i for location of this information) is placed 1in the
:'f appropriate location in the data segment. Upon receipt, the
()
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RECOPD SPECIFICATION
a '
:}l :: ID: AUTL-Derail TITLE: AUEL Cargo Detail Record
N DESC?_'.!’.".‘IC}: Contains {aforzation to (deztify and describe carzo shipment wmits
j‘. > applicable to unit zoves, . ;
L .
) CLASSYITICATION: TNCLASSIFIED TINCTE: 105
(% . . ——
)
a0
"
)
.k PASITIZN  FIELD FIELD TITLES REP  1GTY PEMATES
)
i‘“ (a) 1-6 1 Uait Identification Code (UIC) A/N (] Coatzol Field
5 (b) 7 2 Iype Unit MovemeaZ Data (TYPEDATA) N - Coazzol Pleld
NN 8-13 3 Sktipoenc Tal:r Nusber (SZTIPTMNR) AN 6§  Courrol Field
: J 14 4  Load Number (LZADNR) AN 1 Control Field
- g . Yalue 1s “¥°
:\ : or nuzeric
'. ‘.‘ 15-29 ] Lize Itexm Nucter (LIN) AN 6
%
x ‘ n-22 6  LIN Izdexr Musber (IININGXNR) N 2
>
H';q‘ (3) 2343 7 Itea Zescoiption (nomeaczlature) AN 21
el (ITIHDESS)
( 44-355 8  Model Mumber (MSDELMR) . AN 12 )
1.Vl
>
'&"N 5653 9 Water Com=zocity Code (WCIHMCD) A/N b .
' 13
N 61-62 13  Type Pacxizg (TTPERACK) A 2 .
..i"-': ( 63-66 11 Ites Length Roucded (ITRCSTIEND) N 4  Rouzded to
= e)
t) rearest i=ch
5. (f) 67-73 12 Iten Width Rouzded (ITDATTIND) N 4 Rounded to
"1-.’. peatest izch
.)»_w (g) 71-74 13 Item Height Rounded (ITEMESTFEND) N b Rourded to
J"": ° gearest izch
1] (n) 75-81 14 Gross Welght Pounds (CRWTL3S) N 7
®
o (i) 82-38 15 Iten Cubic Feet Rounded (ITEMCUFTEND) N 7
KA
\-_: 89 16  Mode to POT (MCOETOPOE) A 1
Wit )
_'i: (c) 9¢-92 17 Cargo C2regorsy Code (CGOCATCLE) AN 3.
" 93 18 Heavy Lift Code (HVYLIT) UN 1
® (d)
S 94-135 29 Filler AN 12 .
o
-.J
1SN
L Figure 4.1 Automated Onit Eguipment File Format
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g"t.“ . TRANS-UMD-DATA (COMPASS FILE DATA)
"0‘.‘.
Wity
s
f::::: . O1 TRANS-UMD-DATA.
N
" 02 TRANS-UMD-HDR.
\
;" : 05 FILLER PIC X(5).
OO0y
o 05 TRANS-UMD-AREA PIC 99 VALUE 99.
) .
‘;:" 05 TRANS-UMD-FUNCTION PIC X.
1
(" 88 TRANS-UMD-ADD i VALUE “A".
q 88 TRANS-UMD-CHG VALUE "C".
Py 88 TRANS-UMD~DEL VALUE “"D".
s'.l ’
Ll 05 TRANS~UMD-OCCURS PIC 99 VALUE 14.
B X
‘ 05 TRANS-UMD-LENGTH PIC 9(4) VALUE 102.
LR
'.:::::, 05 FILLER PIC X.
g’é’ 05 TRANS~UMD-SUC-CODE PIC X.
A .
;l.:,' ' 05 TRANS-UMD-PROVORG PIC X.
[ 4
(‘"'" . 05 TRANS~UMD-ROUTE-LINK PIC X(6).
'::'ﬁ. 05 TRANS-UMD-ROUTE-IND PIC X
.:" . 05 TRANS-UMD-ROUTE-MAP PIC X(6)
D)
G
’I:' 02 TRANS-UMD.
:20:!.
4 a) 05 TRANS~UMD-UIC PIC X(6).
8) 8
‘o 05 TRANS~UMD-MOVEMENT-GRP .
b )
SN
S {c) 10 TRANS-UMD-CARGO-CAT PIC X(3).
.r"J
Lf-j (d) 10 TRANS-UMD-HEAUY-LIFT PIC X.
A
e 05 TRANS~UMD-REC-TYPE PIC X.
=
?Q: 05 FILLER PIC X(8).
)
f{ (b) 0% TRANS-UMD-TYPE-DATA PIC X.
~
s 05 TRANS-UMD-REC-CLASS PIC X.
. <
PY 05 TRANS-UMD-REC-INDICATOR PIC X.
e,
b0
10
1
ahh ‘
L Figure 4.2 Joint Deployment System UMD File Format
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05 TRANS-UMD-REC~CREATED PIC 9(6).
05 TRANS-UMD-REC-LARST-CHG PIC 9(6).

02 TRANS-LEVEL-~1. .

05 FRAN3~UPT-NBR-C”RGO—CRTS PIC 9(3).
0% TRANS-UMD~TOT-STONS-BU PIC 9(8)V9. -
05 TRANS-UMD-TOT-MTONS-BU PIC 9(7).
05 TRANS-UMD~TOT-STONS-OUR PIC 9(6)V9.
05 TRANS-UMD-TOT-MTONS-OUR ) PIC 9(7).
05 TRANS-UMO-TOT-STONS-OUT PIC 9(6)V9.
05 TRANS-UMD-TOT-MTONS-OQUT PIC 5(7).
05 TRANS-UMD-TOT-STONS-NAT PIC 9(6)V9.
05 TRANS-UMD-TCT-MTONS-NAT PIC 9(7).
05 TRANS-UMD-BULK-POL PIC 9(7).
05 FILLER PIC X(2).

02 TRANS-UMD-LEVEL-2 REDEFINES TRANS-UMD-LEVEL-1.

0% TRANS-UMD-CARGO-CAT-SUM-SQFTY PIC 9(6).

05 TRANS-UMD-CARGO-CAT-SUM-STONS PIC S$(5)V9.

0% TRANS-UMD- CARGO—~CAT-SUM-MTONS PIC 9(6). i
0S FILLER PIC X(50).

02 TRANS-UMD-LEVEL-3 REDEFINES TRANS~UMD-LEVEL-1. )

05 FILLER PIC X(14).
05 TRANS-UMD-QUANTITY PIC 9(3).

(N 05 TRANS-UMD-CARGO~DESCRIPTION PIC X(18).
(e) 0S5 TRANS-UMD-CARGO-LENGTH PIC 9(4).
(f) 05 TRANS-UMD-CARGO-~WIDTH PIC 9(3).
{g) 05 TRANS-UMD-CARGO-HEIGHT PIC 9(3).
05 TRANS-UMD-CAPRGO-SQFT PIC 9(8).

(h) 0% TRANS-UMD-CARGO-STONS PIC 9(5)V9.
(i) 05 TRANS-UMD-CARGO-MTONS PIC 9(6).
05 FILLER PIC X(21).

Figure 4.2 Joint Deployment System UMD File Format (cont'd)
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AUEL Record Format

POSITICN FIZLD FITID TITLES RE?P LGTH
1 Unit Idencification Code (UIC) A/N 6

2 Type Unit Movement Data (TYPEDATA) AN 1

Shipment Unit Number (SHIPUNR) A/N 6

Automated Unit Equipment Listing

HEADYIARTERS JNITE) STATES 4a3My |

¢ « v COMPUTERIZED 40VEMENT PLANNING ANC

)! CIMPA3S IEIJAT = UNIT ¢

C{_4nunaa JTYPE dara 2 JNIT NAME (0207 wP (2

%A

L 1ENSLIANS
SHIPMENT UNIT (INCHES)
Lj-‘i IND DESCARIPTIIN MONOEL L3TH JOTH AGTHA $3
S75E07 01 TRA(LER CARGD 1/4 TD YL14 175 42 4

xX 3
<%y

oy

e

YN
T

£
2
a

"‘

¥
P

-

Jﬂ_iy WEEI\B ata Set Format
p1ot 1111} Ip1pz 146! 'Dioz 93l !
| . || I

111 (" Name =y

|
]

uiC
UMD
| bl I |

| H AN 06/U6|l | AN O1/D1; O AN 01735}

X

O

R g,

‘EDI Transmission Format

5

AN

O4%NR~B
D1€WHGHAAIR=0209 HP CO*FT MEADE~HD=US
D2+W33400%+01*M416=87529+VE~U*3

EX LAY

%

l/JDS UMD Record Fornat

. L
L

IJL

[

TRANS-U@D.
{ (a)y 05 TRANS-UMD-UIC

v
"
- .

s

T

-

.l

TRANE-UMD-ROUTE-MAP PIC X(6)

. T PIC X(G)D

TRANS-UMD-MOVEMENT-GRP

» ’-
A
Sree

&

5 &

53
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Figure 4.3
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e EDI software at the receiving site traunsforms this element

{again, througa the use of the tables) into JDS fcrmat, as

o determined by JDS record format rejuirements. It 1is thern
3§E available for inclusicn in JDS reports or for visual recall
ﬁ% as part cf any one of a number cf information screens on the
:&2 systen terminals at JDA. -
K,
. This same conversion flow occurs for each piece of
&h information which must be trapsmitted. It 1is especially
'ﬁ% important to note the number and size of those data items
":;:'? found in the AUEL file but not used in the UMD file.  Under
) the current system this information is automatically trans-
'1: ferred to JDA and stripped from the file after receipt of
e the entire file. Using the FDI method, only those data
'ﬁﬁ elements actually used are transferred. This can be seen in
‘. Figure 4.4, which shows the data after it has been converted
-7 into EDI standard data elements and data segments for trans-
ﬁg: mission. All other fields can be transferred using one or
'iﬁ more of the optional data segments, but only when deened
’ approrriate by the sender. -
R Appendix C contains examples of the types of data main-
:ﬁﬁ tained in COMPASS and transferred to JDS. The data in these -
;3& listings is currently transferred in the record format shown
:) in Figure 4.1 Exazination of these listings shows the
‘3j considerable duplication of data being transmitted. The
;*? same essential information, imn a considerably more compact
:%ﬁ form, 1is transmitted using EDI Transaction Set 365, Unit
., Movement Data (Appendix B). This transaction set, while
’;ﬁ demonstrating the basic format of transaction sets, also
»§§ lists the associated data segments which would be reguired
ig for this specific appiication. Appendix A is a section of a
:” Data Element Dictionary, which includes a partial 1list of
‘1?} the data elements used in these data segments. Comparisorn .
:l;? between present formats and the EDI transmission set (Figure
ﬁ&; 4.4 shows that considerable reduction in transmitted infor- .
,:r- mation can be realized using EDI.
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2L
(3 4

U oW TR TR ETEN N ETEN ST Y R WY WU »J oW WL

TRAMSACTICN SEYT - #3685 UMIT HOYEMENT DATA

I

(BG SESMENT)
(GS SEGHENT)

ST=365=TRANSCCO!

BGF-F1~F1203

N1=Fu=JSARNY FORSCCH=S=CCOMPASS

N2=uS ARMY FORCES CCHMAND HEADGUARTERS
N1=i3=JOINT CEFPLOYMENT AGENCY =5».0S/UMO
01~GHIKL=0=G0St AD 3N 91 STY A VULCFT CRD=CA~US
02=X60823==02~1151A2-975Z3~/Q=U>7

D3~TRUCK UTILITY 1/4 TON=132=353-83»N»2450~ =255
04=QVR-3 ,
D2-4Q5400==01=M416=37SZG=/E~U=T

03=TRAILER CARGT 1/4 TON=132»54=S3#N»2450~ =255~
D4=QUR=A

02=%x339940==02=115161 WWN=Q7SZ9=vQ=u=2

D3~TRUCK CARGO 1-1/4 TON»231»385«72%N=7480".~820=5
D4~QUR"X

02786845 ~=02"1167~37523vE~U=1

03-GUN AA TOWED 2CHM=1S8<78-55"N=3280 =457 =E
04=0UR=3

D1=uHGHAA=R=0Z2C3 MP CO-ST MEADE=HD=uS
02-435400»=01M1416=975Z3~vE-U=3

03~TRAILIR CARGO 1/4 TON=109-52=44~N=S30L=170%<
Da=QVR=n

02=%w8S300(A) ==N1===tiX=y=]

D3~L0AD-HISC TOE CRG ECUIP===w=SOQ~L =20~%
0240009 *=02"13SA2=375ZG~vQ=u=1

03=TRUCK CARGO 2-1/2 TOMN=283-95~38~M=13180Q=L=12G2~
04=0VUR"S

D2~X4000G (A) =02 wwatiX =1

D3-L0AD-HISC TCE ORG EQUIP*====4820+_=270-€
D2=¥40146~202~M3SA2 WUN=37SZ3~vQ~U=1

03=TRUCK CARGD 2-1/2 TON=279~95~88~N=13570=L~135G~<
04-QVR"S

02°X40146(A) *=02w==tX ==

D3-L0AD-MISC TOE ORG EQUIP====eqg2(~_ =270=E
02=9Q5311==0)2=M10SA2~87SZ9*vE =2

03=TRAILER CARGT 1-1/2 T=166-33~32=N=2570 554~
04=QuR=Q

02~49S811(A) == wmerX=)=2

03=.0AD-HISC TOE QRG ECUIPw===e2920.~200-€

K4=COMMENTS
SE=28=TRANSG01

(GE SEGHENT)
(E5 SECHENT)

Figure 4.4

Transmission of Lata Set #365 in EDI
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E. EDI ADVANTAGES

The data elements, segments, and sets utilized in the
EDI concept are designed to be applicable to a wide variety
of applications. Through the use of the talle-driven
system, command unigue forms can be transiated into dgeneric
data e€lements, and combined into transaction sets which carn
be transmitted to many other c¢rganizations. Because the
receiving organizations' EDI software will transiate the
transmitted elements into locally desired formats, the same
transmission could actually result in reports in vastly
different formats at multiple locations. This highlights
one of the major benefits of the EDI procedures: standard
formats are not reguired for effective community-wide data
transfers.

As shown above, the problems arising under the current
data transfer procedures are primarily the result of ineffi-
cient use of existing communications assets. As previously
discussed the current system reguires transfer of the entire
COMPASS file, 1including data elements not required for use
in JDS. This file is then interpreted at JDA, the nec.ssary
data is extracted frcm the COMPASS file and inserted ir the
proper format into tke UMD file in the JDS data base. The
actual file transfer is accomplished as a tape-to-tape
transfer using the File Transfer Service (FTS) of the ¥WIN.

The basic nature of a tape~to-tape transfer automati-
cally makes this a relatively slow, inefficient process. 1In
a rather volatile network, subject to freguent, if minor,
interruptions in communications service, this often necessi-
tates numerous retransfers of freviously delivered data in
an effort to ensure accuracy of the total file. In this
demonstration, we propose a disk-to-disk transfer in order
to eliminate the need to retransmit tie entire file if the
transfer is interrupted by a coamunications break. This
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alone will significantly reduce the time 1lag Lbetween the
locations involved, and thus increase the probability that
the data will agree at both sites.

An even more effective difference betweer the current
transfer method and the EDI method demonstrated here is in
the vastly reduced amount of data reguired to be sent. The
EDI method, as shown in Figure 4.4, regjuires that only those

data elements actually used at the receiving site be trans-

ferred. The determination of reguired elements is aade
through the table-3driven operations. Data elements not
required are listed as optional in the data segments. In
g fact, in some <cases the data segments are optional,
iyt
'fﬁ depending upon to which site (s) the transaction set is
-\ g p
% transferred. By eliminating unnecessary data from the
o transaction set, the sender can ensure the most efficient
@ﬁf use of the computer systems and the communications network.
'-...
E?H In this example, a reduction of approximately 50% in trans-
;g: mitted data would be realized.
{
L
oo F. SUMMARY
Q)
) - Within the Jjoint deployment coammunity, extensive data
)
1 ~

transfers are necessary for planning and execution of

O

RN deployment efforts. In a scenario involving MTMCWA, 7th

3;; Infantry Division, FORSCOM, and JDA, data transfers such as

) : the one demonstrated would be required. The current trans-

t*\ fers utilize tape-to—tape transfers and transmit entire

.E reports, including redundant information, and information

5:5 utilized at tke originating end but not the receiving end.

a:g Data transfers to satisfy the same scenario reguirements,
2 but utilizing the ELI method, provide several benefits.

.’; Conversicn to multiple formats for multiple receivers is not

:§§ necessary. Disk-to-disk transfers reduce the necessity for

2 i_ retransmission in case of interrupted transmission.
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0 Additionally, the reduced amount of data transmitted
N decreases the burden c¢cn comnunications assets.
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( V. INTERFACE AEPLICATIONS
k-

rl
o~ A. INTRODUCTION
;:* The previous chafpters have established the necessity for
: “ an efficient electronic data interchange, and have deacz-
4 \

Q&b strated the technical feasibility of the EDI concept as just
%q such an exchange.
h.

- Deployment management systels (personnel, hardware
[N comnmubications eJuirment,” software, procedures) mus
1Y collectively support the. deploxment process from the

?{ National Command Authorities (NCA) level to the instal-
W lation 1level using fully  integrated _concepts which

v maximize our deplp{ment capabilities and provide neces-

i sarg.surge capacity to  meet time-sensitive «crisis and

wartime feguirements. [Ref. 11: p. ]

.-'_'..;:

fﬁ- Joint planning experiences and exercises have shown the need
ﬂ;: for better coordination and understanding of the @myriad
g mobilization and deplioyment infcrmation systems which either
;i}, currently exist or have been <conceptually determined.
,dﬁ [Ref. 2] A brief discussion of some of these systems should
o

’ﬁﬁ highlight potential applications of an interchange such as

the EDI concept.

OF

N

LA
N B. INTEGRATED NETWORKS

i~ 1. 1IC AcCls

o

oy One siynificant advancement toward the implementa-
iﬁj tion of an automated interface is the development of the
- Transportation Coordinator Automated Command and Control
o Information System (IC ACCIS) prototype. TC ACCIS 1is a
"ij response to lessons learned during JDA directed exercises
iﬁ regarding our ability to deploy <forces and sustain materiel
kﬁj and personnel under crisis conditions. The JDA is the Joint
L 3
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\; Project Manager of this develofment effort which is Leing
,:; conducted within the WWMCCS Research and Develognert
( | Frogram. The TC ACCIS effort will provide an automated unit
E:E movenents data base at the unit and shipper level, an auto-
13: mated surge capability to the installation transportation
}t coordinator, and an automated interface tetween the
v ) Installation Transportation Office (ITO) and the associated
L2s T0A.

HEE 2. IC DIs

i A rlanned enhancement to the TC ACCIS prototype,
Eﬁ called the Transportation Coordinator and Deployment
;23 Information System (IC DIS), 4includes an interface with
:?ﬁ major ccmmands in an effort to give them improved visibility
<§: over the deployment status of units assigned to them and
”;f provides them a capability to influerce the situaticn. In
;f, addition, 7TIC DIS prcvides an interface directly from the
?ﬁ; unit, where it is generaily agreed the most current informa-
( tion 1is of necessity available, to the JDS.

E; The TC DIS ccncept reccgnizes multicoumand, multi-
e functional interfaces during the deployment management
;ﬁ process. Service and command systeus which already exist

can be cormplemented by automatior througyh electronic inter-
ﬂg; faces. Existing systems are generally stand-alone furnc-
fﬁ' tional systeums. Some use noticnal data as their basis fcr
iﬁ iritial glanning. Aging can occur because data maintainers

L8 do not always have ready access to the systems for updating.
o [Ref. 11: p. 32]
-
:, C. SERVICE SYSTEMS
.o, Service systems which were created at the HMAJCOM level
jii;: include DEMSTAT, COMPASS, and COMPES. Existing systems at
iﬂ; the TOA 1level which provide networks for reporting wvital
.
o
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movement information from support elements at installaticns
and POEs to the TOAs iaclude SEMS5, SPUR, ASPUR, TOLS, HMEIS,
and MAIKS. Many of the systems which exist at the MAJCOX

level are also located at the installation level. These

systems usually have existing interfaces within the overall
system between levels, and could potentially be connected
under the TC DIS concept. Additionally, there are s}stems
still in cevelopment phases which will provide enhancements
to the automation of the deplcyment community information

reguirements.

1. MAJCOM Level Systenms

a. DEMSTAT/COMPASS

The Deployment, Employmernt, Mobilization Status
System (DEMSTAT) was developred to provide Forces Ccmmand
(FORSCOM) with a system which wculd place in execution those
plans developed 1in planning systems such as JOPS. It is
activated during crisis situations, and combines several
automated [planning systems utilizing ADP resources of
FEMCCS. This system is used tc identify units for specific
operations and to manage those forces during the execution
of the operation. When activated, the DEMSTAT database is
the "socle source for execution of all mobilization/
deployment/employment operations and the operation's associ-
ated reguirements." [Ref. 2: p. 34)] The database is upJated
Ly automated reports from FORSCCHM itseli, from JDA, and from
reporting commands/installations. [Ref. 2: p. 35]

The DEMSTAT system is the execution system which
is used in conjunction with the planning system COMPASS.
The primary objective of COMPASS is to provide an automated

system with wunit movement information used in mobilization

and deployment planning. Information in COMPASS is used to
Ccreate the AUZL which prcvides tke unit movement
55
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requirements information to MTMC. These two systems have no
real automated interface, although the information 1in
COMPASS is used in DEMSTAT. There is presently an interface

between DEMSTAT and JDS, where information 1is transferred

=]

1*5; through an existing automated interchange via AUTODIN,
jii: although the WIN is not used. DEMSTAT uses fewer fields
ifg' tnan JDS, and so when the transfers occur, the fields agpro-
'a priate tc DEMSTAT are stripped from the information trans-
-5££ ferred by JDs. This interface is representative of the
E\#S command to command interface as discussed in Chapter II.

( b. COMPES

,:;f The Contingency Operation/Mobility Planning and
15&3 Execution System (COMPES), an Air Force standard system, is
,‘i' comprised of three modules: an Operation Plan Module, a
,;§: logistics HModule, and a Manpower/Personnel [Hodule. This
gj%i system is implemented at both the HAJCOM and base levels
f}é throughout the Air Force. Its functions include logistics
o planning applications and monitcring the status of deployed .
'%‘l urits. The Logistics Module in particular was designed to
‘;?j satisfy the needs of both base-level and MAJCOM logistics
?;; planners responsible for deployment planninge. COMPES?
o primary benefit is to provide "...a standard Air TForce

o

deployment planning system which will  minimize training

W,
By
't:. regquirements, and provide a standard reference syster for
)?i interccaomand deployment planning." [Ref. 2: pe 23] There
A are existing interfaces between COMPES at the MAJCOM level
® . .
Pt and the base level. There are also interfaces between
Ao COMPES and JOPS and UNITREP. Those interfaces currently
,jﬁ irvolve data transfer via AUTCDIN using tape to tape dump.
o
Fn .
-
: '-i‘.
o
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2. Installation/T0A level Systems

a. SENMS

The Marine Corgs'! Standard Embarkation
Management System (SEMS) provides deployment planning Jocu-
mentation and execution planning assistance for amphiticus
operations worldwide. The information in SENS includes unit
personnel, supply, and equipment information at the sguadron
and battalion level. Standalcne deployable minicomputers
are used, with diskettes which can be processed on the Fleet
Marine Force (ADPE-FMF) IBM 4110 coaputer. There are no
current interfaces with other deployment systenms. However,
the SEMS is precisely the type cf system which would benefit
from an EDI interchange as postulated in the TC DIS concert.
[Ref. 2: p. 74

E. SPUR/ASPUR

The System for Predetermining Unit Regquirements
(SPUR) is "an initial step towards documentation simplifica-
tion aimed specifically at wupnit deployments to overseas
locations under emergency conditions." [Ref. 2: p- 77].
SPUR otktains much of its data from the AUEL Jenerated by
COMPASS. The information 1s stored either in magnetic tape
files or disk packs. Objectives of SPUR include:

Eliminate ITO of detailed Routing Reguests at deplcyment

Eliminate unit submission of Advanced _Transportation
Contrcl Movement Document (ATCYDs) at deployment time

Reduce the JILSTAMP document work load at embarkation
Eermlnals by preplacement of ATCHdDs in the TERMS data
ase.

Provide area _commands with_ _an automated data base o
un1t7%cad1ng information collected in advance. [Ref. 2

p-

£
-
-
-
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There are no current interfaces with other
systenms. However, SPUR is the foundation for an automated

system which is scheduled to recome operational in May 1985.

This system (Automated Systens for Processing Unit -
Requirements - ASPUR) will ccrtinue to provide the capa-
bility to receive and process requirements from the AUEL.
One of 1its proposed primary functions 1is to receive,
process, and store @movement regquirements froa TC ACCIS as
well as other sources such as METS, TOLS, and JDS. These
data transfers will be accomplished by using a high speed

central processor. [Ref. 2: pp. 11-12]
c. MAIRS

L The Military Air Integrated Reporting Systen
5 (MAIRS) provides automated support for the Military Airlift
Command (MAC). It rrovides information such as aircraft
movement and delays, passenger and cargo reguirement
summaries, and moverment data to MAC, MAC Numbered Air
Forces, and the JCS. There is currently an interface with -
AIMS, another Air TForce automated systen. There are no
interfaces with other TOA or deployment related systens,
although the potential exists fer interface with the JIDS. A
test MAIRS-JDS interface has Dbeen proposed, which will
forward airlift arrival/departure information to JDS. This
interface will utilize AUTODIN. [Ref. 2: pp. 53-54]

D. SUMMARY

Systems which rerresent sigrnificant advancement in the
::" automated interface arema are the TC ACCIS and the TC DIS.
The TC DIS is an enhancement to the TC ACCIS, and will
provide a direct interface between the unit and JDS. There

are a variety of automated systems throughout the Jjoint

deployment community, with a wide range of existing
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interface capabilities. The potential exists within most of
these systems for 1increased interfaces, as indicated in
Figure 2.3. The EDI method of interfacing is ideal for many
of these applications. Since each of the systems described
above was designed and developed by individuals for the
separate services, some of the data descriptions and formats
may differ according to the given service reguirements. The
EDI concept is designed precisely to address these types of
issues; therefore, this interchange concept would be appro-

priate for interfacing systems throughout the conmunity.
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VI. IAPLEMENTATICN CONSIDEEATIONS/RECOMMENDATIONS

A. INTRODUCTION

In order to effectively inmplement any interface systen,
the coordination and cooperation of all involved services or
agencies is essential. For the purpose of this discussion
those 1involved agencies, tezrmed the Joint Deployment

Comnmunity (JDC), are collectively referred to as

Tnose headquarters, command, and agencies involved in
the training, greparatlon, movement, Leception, employ-
ment, support, . and sustainment of mllltar¥, forces
assigned or committed to a theater of operations_ or
objeCtive area. . The JDC usually consists orf _ the 0JCS,
Sefvices, certain service major commands (including tae
Service wholesale lO%lSth commands), urified and speci-
fied commands (and their service coaponent commands),
DLA, the TOAs, JDA, joint task forces (as applicable),
and otner derense agencies (e.g. DIA) as may be appro-
priate to a given scenario. [ ef. 5: p- x]

It is immediately apparent that when such a large group of
diverse organizations must agree on any concept of opera-
tions, r[problems are bound to arise. Therein lies a major
obstacle to the acceptance <¢f this proposed interface
systen.

B. JCINT DEPLOYMENT COMMUNITY EEACTIONS

There is almost unanimous agreement throughout the JDC
that the need exists for an automated interface between the
units, the TOAs, and JDA. Additionally, virtually all agree
that state of the art technolcgy is readily available to
accomplish the necessary hardware and software connectivity.
However, there is widespread disagreement amony the various
participants regarding the regquired level of interface, the
necessary detail of data exchange, and which particuiar
tecinical solution to implement.
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Analysis of the JDC responses to the proposed TC ACCIS
and TC DIS reveals a wide disparity of opinions about the
feasibility of both TC ACCIS and the expanded capakilities
of TC DIS. Although many rerresentatives throughout the
community favor the overall concept of TC ACCIS, there are
just as many who disagree with large portions of the plan.
Even among its supporters, there are overriding concerns
about the ability of the community as a whole to make the
system work. Some cf the more freguently raised objections

are descriked below.

1. IT0/JDS Interface Necessity

A primary concern is whether or not there is truly a
need for direct interface between the automated unit data
base and the JDS. Such an interface is proposed in the TC
DIS RCC as a one-way link with the JDS havirg access to unit
data tut the unit having no need for access to the JDS data
base. This is obviously for security purposes, to protect
the classified data maintained withia JDS. There are a
number of objections to this interface:

e One of the basic premises in the TC DIS ROC is that the
transfer of unclassified unit information from the
installation data base wculd be in an unclassified
node. The assumption that all wunit data is unclassi-
fied is not necessarily valid. Certain information
about individual units when combined within a partic-
ular installaticn's data base becomes more sensitive.

e« In a crisis situation, the supported CINCs otktain
necessary information altout the current deployment
status of required forces and material through the JDS.
Much of this information is already available to JDS in
other existing systens. The remainder of the required
information <could be obtained by JDS from the TOA.
This is especially true if the prorposed
installation/TOA interface can be developed.
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.&P e There is significant disagreement concerning the level
X of detailed data actually reguired within the JDS. The

"y services tend to believe that allowing the JDS a direct
F" interface with the units would increase a [perceived
?ﬁ‘ tendency on the part of JDA to nmicro-manage every
?a aspect of deployment. .
?3 e There 1is a major 'turf tattle' ensuing between the
oy services and the JDA. The services feel that the JDA
nh has more than overstepped its bounds by even indicating
‘“é that subordinate organizations should report directly
i%‘ to them without followiny through normal command caan-
R % rels. None of the services are willing to give up
:EE ccntrol of their own forces to this extent.

3 2. Systenm ggggatibilitx

33 Concern has also been expressed that any new systen
ﬁ%‘ develorment must be made compatible with existing service
Eﬁi unigque systems. There is a feeling among the community that
i?s some aspects of TC ACCIS are not adequately considering this .
}.* compatibility. Additionally, the Joint Reporting Structure
‘g) (JRS) requirements must be <carefully considered to eniaance
;:% unit regorting and to modernize the JRS. A primary thought
:j here is that TC ACCIS implementation should be carefuily
W monitored to ensure that nc additional reporting is
12 required.

e

;?ﬁ 3. Communications Capacity

é: Any new interfaces, regardless of tmne level, would
fﬁ te heavily dependent on the WWMCCS Intercomputer Network
ﬁf’ (W"IN) for the communications transfer of the actual data.
.' The WIN is already severely taxed to satisfy current
1 operational requirements. Some of the members of the ccmmu-
lﬁ; nity feel that added interface reguirements might over
;ﬂ encumber existing WWMCCS facilities.
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4. Segusity

As already alluded to, there 1is the significant
probiem of Jata <classification and the security of classi-

fied infcrmation. It is inevitable that even unclassified
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data at unit level will ultimately be classified at some
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higher level as it is incorporated into the JDS. The JDS

(.

2 Q'_‘

data Ltase is TOP SECREI. There are many questions regarding

systenms.

"ﬁa the ability to adegquately prctect potentially <classified
) 3
‘-;- data in an interface between remotely located computer
.,5."'

rhe

F

hﬁz 5. Modernization Efforts
1%3 Finally, all participants in the JDC have expressed
o interest in the evolution of both the JOPES and the ¥IS. It
’_ is imperative that these proposed interfaces be developed in
‘Sﬁ conjunction with the WWMCCS standard JOPES and FIS efforts.
p L
'Rﬁ: C. EDI IBPLEMENTATION LIMITATICNS AND DISADVANTAGES
%; Some of the above issues suggest limitations or disad-
Py vantages to implementation of the EDI concept. Some of
;§ these are actually 'pciitical' jfroblems as opposed to tech-
fif nical problens, and as such are beyond the scope of this
e thesis.
;'i: Security issues are a combination of political and tech-
:‘£ nical problems. The EDI interface software, consisting of
':; the data elements, segments and sets and the associated
*:: tables, do not inherently possess security restrictions. It
.$E: is assumed that the security issues will be hLandled by the
;;:ﬁ command's existing computer hardware and software.
.f{ Determination of access requirements/allowances must be made
’ﬁa prior to concept implementation; the potential exists for
tﬁi concept limitations rased on security requireuents.
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The disadvantages associated with implementation of an

interface utilizing the EDI ccncept are primarily initial

disadvantages. The most significant eififort required would

;\,: te the programming needed. Each conmand wtilizing the
%2;3 concept will need a program which provides the interface
:ng Letween their current system and the EDI software. Vhile -
) this effcrt is substantial, it is for the most part a one-
k:é time operation. Once the program is running, modifications
?fW’ to incorporate command changes are minor.
3$¢q Associated with this interface software 1is also the
(. conputer time and space required for its operation. While
;\ﬁ this differs fron system to system and is thus hard to quan-
3-: tify in a general sense, it dces reduce computer capacity
gﬁg available for intra-commard operations.

° Another ‘'cost' incurred when implementing the EDI
;fi concept is the <community wide requirement to identify data
IE?? sets, segments, and elements necessary for the interface.
N The majority of these items are in existence, as those
( - developed Ly TDCC are designed to be applicable to a variety
.:% of industries. In some cases, additional codes may be
~§§ required to enable the use of existing data elements. There
‘fﬁ would prokably be more new sets and segments required for
,:) application to the Jjoint deplcyment community. It will
lﬂﬁ; require high level =support of the EDI concept to ensure
;ﬁ% timely agreement among the users on the exact makeup of the
Eqs new sets and segments. In order to assist in both the
!y, creation of these items and the software design descritled
;2* above, TDCC offers two-day sessions intended to provide
?Ei selected individuals the necessary training and information.

% Although this training is available, the assistance of a
.' civilian company in the software design will 1likely be
#@ required. There are several companies, primarily in the
o~ Washington D.C. area, which can provide this service. Their
f. names may be ottained from the TIDCC. The cost for such

-
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assistance would be completely dependent wupon the extent of
assistance required.

One rpotential pclitical obstacle to the implementation
of the EDI concept is the community-wide acceptance of this
concept as the appropriate alternative. The high level
support and conmitment reguired does not presently exist.
However, the need for improvement in the community today has
tecome mcore apparent, and suppert for community-wide inter-
face 1is growing, as evidenced by the money and eifort
invested in the TC ACCIS and TC DIS programs.

D. BENEFITS OF EDI

¢
o

PR

[N

We fully accept that all of these concerns are valid ard

;j; we realize that many of the issues must be resolved beiore
:q any effort is made toward implementing the system interifaces
1f proposed by TC ACCIS and by this thesis. Some of the gues-

tions raised are more within the political realm and must be

" &

]

solved by careful coordination with the agencies or organi-
zations involved. Those types of 1issues are not kLeing
addressed here.

However, many of tihe suppcsed 'problems' would nct be
problems at all if the EDI standard interface system, as
demonstrated in this thesis, 1was adopted as the technical
solution to the actual data exchange portion of the TC ACCIS
and TIC DIS.

One of the major issues 1is the current requirement that
existing service unique systems would have to be converted
to Dbe compatible with the JDS data element structure in
order to effectively accomplish any interface. Using the
proposed EDI systen, there would be 1no need for the
interface data bases to be maintained in identical format.
All  existing and rcteatial systems could be designed

according to individual service rejuirenents. The EDI
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» interface grograms automatically perform the conversions
f necessary to allow each system to interface with the stan-
N dard data e€lements. This prcvides automatic interfacing
S tetween each system and JDS. An added benefit of the EDI
ri conversion technigque is that any system can also interface
N with any other syster using the same conversion program. )
. Thus it is easily possible for the three TOAs to have inter-
:_ faces with each other as well as the proposed interface
L tetween the TOAs and JDS.

2 There would be scme effort required initially to develop
o standard data sets for transfers unijue to nmilitary reguire-
{ ments. However, the advantages of using EDI far outweigh
33 the time and manpower reguired to establish these standard
o data sets. First, once the standard data sets are deter-
: mined, new systems can be added and easily interfaced with
< the addition of only cne new conversion program.

: Second, the process of converting data files into the
' standard data sets automatically eliminates all but the

essential information which must be transmitted. This woulld

(f significantly reduce the amount of extraneous data being
ﬁ sent over already overloaded «communications systems. In N
j fact, use of the standard data sets should minimize use of
“ the WIN, thus allowing it to Lbe available for more interac-
. tive apclications.

: Firally, and most notalkly, the adoption of the EDI
-; interface by the JDC would imprcve the overall effectiveness
,; of the Jjoint deployment process. Providingy an automated
k", interface enabling direct connection between all the partic-
: ipating agerncies would ensure that the individual data tases
E at each agency are as much as possible in agreement with
: other agyencies 1involved. Thus when an actual deployament
, must take place, all concerned parties will have ready
{i access tu current data which thkey reyuire to accomplish
N their given mission.
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E. SUMMARY

The necessity for continuous interaction between menters

of the joint deployment community is obvious. Current

systems and interfaces are not providing the efficient and

accurate data transfers reguired.

Standardization is the

solution most commonly proposed to alleviate the current

situation. This proposal, however, has drawbacks which have
been previously discussed.
The EDI

utilizing data elements, seguments,

concept - a table-driven

electronic interface

and sets - is a prorosed

interface which would provide the necessary data transfer

capabilities throughout the community. W%hile there are many
concerns about implementing this system, most of them are in

the political realn, and this

concept has

are beyond the scope of

thesis. The technical feasibility of tke EDI

been proven in use in several industries over the past few

years. The application of this system to the military has

been deunonstrated in this thesis. Implementation within the

joint deploymert community wculd alleviate mpany of the

current inadequacies and provide efficient

means of data transfer which would contribute to the profes-

an advanced,

sional performance of the joint deployment community.
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APPENDIX 2
DATA ELEMENT CICTIONARY

This appendix is a partial EDI Data Element Dicticnary.
The elements included here are used in the trausaction set
shown in Appendix B. These elenents correspond to the data

fields in a user site's data bacse.

19 CITY NAME )
(Spec: Type = AN _ Min = 2; Max = 19)
Free-fora text for city nanme

Reference Designator(s): D401 D701 DSJ6 E401
E701 F401 F731 F906
G401 H5Q92 L1715 N4O1
NAMO5 KT203 RT205 RINO4
S402 S903 T205 T210
To04 Te07 2T03 U401
g?g% V905 4304 W4OU

22 COMMODITY CODE i
Spec: Type = AN Min = 1; Max
Alpha/numeric code used tc describ
roup of commodities for ratlng an
lso see: COMMODITY CODE QUALIFIE

nmodity or
ingy puffoses.

Reference Designator (s):
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23 CCHMODITY CODE QUAIIFIER,
(Spec: Type = A Min_= 1; HMax = 1)
guallfler for the commodity coding system used to
efine the_item_lading description (See Appendix A-
A6 thru A13, )

CODE DEFINITIOXN
A SCHEDULE A, tariff schedules of the
United States annhocated

B U.S. fcreign trade SCHEDULE B, statistical
classification of donmestic and foreign
commodities exported form the United States

Canadian freight classification i

coordinated motor freight classification

Canadian wheat roard, Jgrain code for
terpinal elevator accounting

Brusseis nomenclature harmonized systen

harmoaized BTN)

MILSTAME

= I im0
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_:; % lait gfntgi%ed gontents sTCC
A h nutua efine
gy N national motor freight classification (NMFC)
(J\' S sta?g%§g)1nternatlonal trade classificaticn
P> T standard trans ortation commodity code (STCC)
e U uniform frelg classification (DFCQ)

M, Also see: COMMODITY CODE (22)

::ﬁ Reference Designator (s) : 8%83 %g? 3 8 %O D103
92N

»)

o 26 COONTFY CODE_

s (Spec: Type A Min = _2; Max = 2)

o2 Two charactér ;SC standard country code

u;ﬁ (See Appendix A-A5)

S Reference Designator(s): L4Q4 D704 DI04 E40U
{ ERQOT1 F404 F704 FSO4
- M4O4  NAMOS R405 R61D

o S405 S905 U404 US04
‘JSB V807 X107k
bt
o
Vol
65 HEIGHT
e (Spec: _Type = D2 Min =_1: Max = 6)

N Vertical dibernsion of an olject measured when the
- object is in _the upright pc=1t10n.
ARG Also see: LENGTH ?82?
A MEASUREMENT UNIT QUALIFIER {(90)
o WIDTH I-“
'-“ UNIT CF MEASUREMENT CODE (355)
[

"y Reference Designator(s): G3907 L403 PO415

J‘_'.l

&

¢‘--,

'-0:4 66 IDENTIFICATION CODE QUALIFIER
ey (Spec: . . Type =AN Min =_1; ¥ax = 2)

i)' Type of identification code:

e CODE DZFINITION
At 1 DUNS
" 2 SCAC
o 3 FMC
oy n IATA
e 5 SIRET
e 6 Mutually defined
o 7 DOCK
WA 8 Vendor UPC code )

:xi 9 DUNS {ltgcgvdl it suifix (UCS uses

N on
2{' A Automozlve Industry Action Group(AIAG)

:ﬁ: Reference Designator(s): 211071 A1203 A1235 C105
S C202 C401 D102 D503
o E102 F102 FS503 F0108
0 F0806 F0911 N103 QU407

N 5103 S809 U102 ©502
L

A

I,I

e 67 IDENTIFICATION CODE A
e Spec: Type =AN_ Min = Z2; Max 17 ]

L DUNS, SCaC, rMC, SIRET, IATA, UPC, DUNS with
o
*Z“ 69
o
:"-
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suffix, mutualli defined or DOCK code (See

Apgendlx A-A2, Ale, A17, A18) .
Note: UCS uses onl¥ DuNs with s

Also see: IDENTIFICATION CODE QU

keference Designator (s): 2

T
M
VIO
>
[,

&
[e,}

QCOONCON g

w
—_OUlad e Y
OOVOON
FEFOFRPWO

~
"o ~—
OOoUI-
DD OO
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[\S1Ns]

WoOOWNGO  HEh

A
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E
F
¥
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b d O mad N

OONOCC -
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81 WEIGHT .
(Spec: Type =N Min = 1
Numeric Value of Weight
Also see: WEIGHT QUALIFIE
WEIGHT UNIT QUA
UNIT OF MEASURE

=
oo K
fl
«©
@ ~—
NE =~

W

(@]
HREORRHOM U

—

Reference Designator (s) :

W
W+

SMEAIZHOON e o«
~INLDNWNIOH
iDL OCOUN] e
MmN QOO HiH=— P
NWOOWn

=gaootyaatm
N=ONDONO O
UINVNOQaO&E  t-=
QO ONWOOO

~won

NNOELWNWO O,
NONOON &
OO OO

[« 2 =3Vo)

HEINIRHQQ

NNOOD aOtun
W= a2 OO
folelolelal Yol
NN~ -

82 LENGTH .

{Spec: Type =D2 Min =_1; Max =6$ .
largest Horizontal Dimensicn of an Object
meaSured when tke object is in the upFight

osition.

lso see: HEIGHI AGS&
MEASUREMENT UNIT QUALIFIER (90)
WIDTH é189£
UNIT OF MEASUREMENT CODE (355)

Feference Designator(s): 63909 L401 PO413

93 NAME .
(Spec: Type =AN Min = 1; Max = 39) .
Free-form organization name€_or official title
as it should aprear for mailing address

Reference Designator (s): G303 36
02 N%r

2
N2 8
2T01 w

n=

N10 201
580 CHOS5

-
-d L3 -
QOO
[\51:81,8]
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APPENDIX B
' TRANSACTION SET #365

o
e . This appendix contains the transaction set, shown as it
W,
\ - would be 1in the EDI Data Set documentation. This trans-
,\\. action set is required for the data transmission descrited
K\
" in Chapter IV.
o
e
365 UNIT MOVEMENT DATA
:'_:: ABSTRACT: This transaction set is used by the sender to transmit
_-;:: unit movement data to other joint deployment community members.
N
ok Require- Max Losp Lloop
;2' nent  Use IT InZex
Ba¥ )
— ST TRANSACTION SET HEADER
:::j PURPOSE: To indicate the start of a transaction set and to
. assign a control number
G
SN
f\
| T Tstor 1437 Tsto2 3207 M 1 0 0
:‘3“ l ST | . ltransaction! . P ransaction! \ !
:{_‘. ! I ] Set ID |~ ISet Controll | “A01" is a special process used
:}: | . AD1 [ Number | [ in the EDI interface software to
"l process the set 0. version, &
:) l | (M AN 03/03; M AN 04/09y | )
- . functional ID.
N 17 Characters maximum length
. A
q..._q
"": BGF  BEGINNING SEGMENT FOR FILE TRANSFER INFORMATION
plor PURPOSE: To transmit identifying numbers, dates, and other
Y basic data relating to the transaction set.
¥ .C-';
.‘J
23 T Tegrot 128! 'BGFO2 1277 !
% Lo o o Mo Do
i &
) BGF| " | Reference | " Peference | N
I | | ]NO' Qual | Number L |
e,
s
:l’ { | | M AN 0202, H AN 01/221 B
,‘"{. 31 Characters maximum length
N 18
o
¥
o
s 71
J‘\.v‘
.
'-:\')
‘Nn'h'

o
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365 UNIT MOVEMENT DATA

Reguire- MNax Loop Loop
nent Bse 1D Ingex

"b““.“:o“‘

.) N1 NAME
g.-‘\,A PURPOSE: To identify a party by type of organization. name and code
_"\:\'.
NN
W U0 Tntor g8 T oTntoz g3l ! M 2 00
GA
[NI"'I o l~l l”l
L (' Organization ~; Name |
“ ‘r . !
'.n,'-; | [ Identifier | b The type of organization to which
Wb L | | M AN D1/22) | C AN D1/35) | the name is applied is specified
o by a two character code. The
A definition for cata element 98
M I R
.-. | INTUB 66| |N104 67| | contains the code list.
o
.\-ﬁ l ID Code r D Code | N | khen N103-N104 are not used.
- NN Qualifier P0304 L N102 (name) 1s required.
P b1 poapg 1 !
é‘ ‘ | [ C AN 0102 [ C AN 0217 |
K3 63 Characters maximum length
¥ “
v
,;:;55 N2 ADDITIONAL NAME INFORMATION
K’ e PURPOSE: To specify additional name: or those longer than 35
characters in lengtn
A
-_N’\
Loy T ot g3 Thnaoz g3t ! 0O 2 00
s ! P ol N l !
A-:-:: | N2 | % Name | % ame | | This is a required segrent if
Y additional 1nformation is
Lo | I b | l required to completely specify
.f:.»ﬂ | | " AN D1/35L | 0 AN 01/35| | the name
In : .
Y 75 Cnaracters maximum length
.r_:.:
O-W NOTE: N1 and N2 are required for the sending organization
23::( and for the receiving organization,
"o
o
flane
. -
)
2 72
:-',.::
g't
MO
.'
5
' : S I § o 'l".‘ 4 "_ .l D O 24 '
R N e ) n.:‘n-!'n OISO N M a,l'a !'al O ONONE KRN NN N a ..C fo 4%, hl ',0'.00, ‘.: :' :' w ol-:'c
JMO) 0) " y‘t ) .' .. Q ‘0 |'i Q'l‘ l..’l Q'l‘ 'O'Q‘l 'l 'l .'t 1‘ “ l | ':‘l..t Yoot .n
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SO 365 UNIT MOVEMENT DATA Beaire- Wex Loop Lomp
? ::' . ment  Use If  Incex
X
- D1 UNIT IDENTIFICATION
“' PURPOSE: To specify unit identification code (UIC)
.‘* and additional unit information
hl‘::-
' LT Tpior 111! 'proz 146! 'pro3 93t !
o |1 IR |1 | ™M 1 00
( |D1‘“| uicC [ ype Tl Name 1)
. uMD
| bl Pl |l I

| ] | M AN 06/06) M AN D1/D1] 0 AN DI/3S)

when 0104 not
used, 0105-D106

'D1ga 19! 'pips  1sel Tpigp 2e! 1 onotused
Cit | ' |
| Y | - State | “ | Country lN
| Name | | | Code | L |
[ (Station) | | [ I
|

[0 AN D2719] C A 02/02) 4 C A G/02| |

85 characrters maximum length

2
& 2]

02 EQUIPMENT DETAILS
PURPOSE: To provide egquipment information

o T
L LAA

&5

1Y,

5 bV Tpzor 122 D202 324 0203 532 ' cipooo o
o v . inge . L oad N Line .

;:! | D2 | ltem ' Number [ (ndex |

o

uhy | I Number | | Number |

.4' L gt AN 0606 | g0 AN oo | gm N 2|

:J‘.::. Note: Mandatory when
o ['D204 247 TD205 647 Tp206 216! | Coce in segnent N101
o | I W | | | 1s J0 (=Joint

B, Model - ater, - Tvpe =  Deployment Agency):
?‘; Number I~ 1Commodity | = | Pagkping optional otheruise
o) I f I Code | | |

:;f:'f O AN 01/12 ) O AN 0505, 0 A 0202 |

s

. v

o A

K

Wy 73

o,

3‘-;5:3
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365 UNIT MOVEMENT DATA

Require- MNax Loop Loop

R R . nent  Use 10 Index
O

» ‘D207 91l !

oy 1 In!

E | Mode IL]

. l |

LHAUV[H[ |

-N.

| E 29 characters maximum length

e,

e D3 EQUIPMENT MEASUREMENT

Ko PURPOSE: To describe physical dimensions

®

i T 1 1 T I

;:?, 0301 372 D302 82 D303 189 CcC 1gooo 0
N [ . P I |l

N D3 . Item N . ' 3

~§$ | =7 | " | Description| “ 1 Length = Width =,
{ I | I I | | Note: This data
P | | | M AN 0/02; [ C N 006 | (C D2 01/05 | | Seonent required if
ol coge in segment N101
bt 1s JD; optional

-

D304  65' ‘D305 907 D306 811 ! otmerwise

o) | | | . 'Measurgment' ) | I
5:“:5 | Height | | Un.lft. | Weight | |
‘\. | | Qualifier b I
v [C D2 01/06 | € A 01/01 | | H N 0108 | |
r

. (D307 188’ D308 1837 'o309 g4l |
o | weight | | | 1 Volume Iyl
,ﬁ: | Unit 1”1 Volume ||  Unit Fo !
" A

‘\’K I Quatifier | | I 1 Qualifier | |
® | WA 01/01 | [ MmN D08 | M A 0101 | |
}’E S8 characters maximum length )
g

@

e

“-

‘u 74

5

?'\

N

K

R

: . A o .

o5 en AP s " KrNT SR I LOOLE O )
1,00, %y OGO YOO N . RGNy, X oty 0 N0 DG TR AL, K SRR AT WA
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365 UNIT MOVEMENT DATA

Require- Nax Loop Loop
nent  Use 1D Ingex

04 CARGO INFORMATION
PURPOSE: To provide cargo information

(=Joint Deplovment Agency):
optional for others

0T Tpagr 413" 'pagz 4147 1 cC 100

I | !

| D4 Y Cargo L Heavy | | MNote: Tms dats segment is reuired
Category Lift L if code in segment N101 is JD

I ] | Code | | Code | |

l

| " AN 03/03) | M AN 01/011 |
04 characters maximum length

K4 COMMENTS
PURPOSE: To tramsmit information in a free- form
format, if necessary. for comment or special instruction

I Tkapr g3g! ! C 1 0 O

| [ P
N

| K4 | Comments | |
L |

| | |
l | " AN 01/80 |

84 characters maximum length

SE TRANSACTION SET TRAILER
PURPOSE: To indicate the end of the transaction set and provide
the count of the transmitted seagments {(including the
beginning and ending (SE) segment)
T Tseor g6’ Tsgoz 3207 | c 100

| | |1 N The control number 1s the same as that
Number of Trans set IN' used 1n the corresponcing neager.
-

SE | =
| |1 inclseg | IControl no. | Ll Note: “A16" and “A17" are

| I Al1b | A17 |~ orocess igentiflers in the EDI edit
tables which are used to constryct or

[ ] | M AN Q01/06 | | M AN 04/0% | | check the data elements ln the "SE"
segment.

04 characters maximum length
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o AUTOMATED ONIT EQUIPMENT LISTINGS (AUELS) :

NN This  appendix contains Automated Unit  Eguipment
\T) listings. The data in these listings was used in the demon-
N stration of the EDI concept, as described in Chapter IV. It
) should be noted that, althougb these two 1listings contaian
-0 data from different units (Ft. Meade and Ft. 0rd), the data
( from toth was transmitted in one transaction set as shown in

Mo Figure 4.3.
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